
20 takeaways from Sam Altman’s 'The Gentle Singularity' essay and go deep on each one. For 

each, I’ll provide: 

• A clear summary of the idea, 

• A paragraph of deep analysis (philosophical, ethical, social, economic as relevant), 

• A likelihood rating from 1–10 based on current trends and my assessment, 

• And the reasoning behind that rating. 

I’ll also quote or paraphrase from the source to keep the context strong. 

Give me a little time to break this down. I’ll be back with the full list and analysis soon. 

1. Past the Event Horizon: AI Takeoff Has Begun 

Summary: Sam Altman opens by declaring that the age of AI superintelligence is 

already underway – “we are past the event horizon; the takeoff has started”. Humanity 

has crossed a point of no return in AI progress, yet everyday life remains oddly familiar. 

Despite fears of a sci-fi future, we don’t see rogue robots in the streets or people 

conversing with AI 24/7; much of daily life still operates as before. This gentle start to 

the singularity suggests the transformation is in motion but not immediately disruptive on 

the surface. 

Implications: Being “past the event horizon” implies that AI’s advance is now self-perpetuating 

and irreversible – an ethical and societal inflection point. The fact that it “so far it’s much less 

weird than it seems like it should be” offers a paradox: revolutionary change can begin quietly. 

Philosophically, this indicates that human society might absorb world-changing technology more 

seamlessly than expected, at least initially. The subtlety of change may give us time to adapt, but 

it also risks complacency – if AI’s profound impacts aren’t obvious, policymakers and the public 

might underestimate the need to prepare for future shocks. It highlights the resilience of human 

routines: even as we unknowingly step into the singularity, people continue to work, play, and 

live as usual. This underscores a key theme of a “gentle” singularity – progress accelerates in the 

background while human culture and behavior adjust gradually, maintaining continuity with the 

past. 

Probability (1–10) by 2030–2035: 9/10 – It is highly likely that by 2030 we will recognize in 

hindsight that the AI takeoff truly began in the mid-2020s. Current trends in AI research and 

investment support this momentum; for example, the rapid improvements in generative models 

and their widespread adoption suggest an ongoing exponential trajectory. Global competition in 

AI (across tech companies and nations) makes a slowdown unlikely, barring extreme governance 

interventions. By the early 2030s, everyday life will probably be suffused with AI in ways we 

now find novel – confirming that we passed the “point of no return” and continued accelerating. 

While surprises could occur, the inertia behind AI progress is enormous, so the world of 2030 

will almost certainly be even deeper into this new era of intelligent machines. 

2. Superhuman AI: Hardest Hurdles Behind Us 

Summary: Altman points out that we have “built systems that are smarter than people in 

many ways”, and these AIs are dramatically amplifying human capabilities. Achieving 



systems like GPT-4 required breakthroughs that were “hard-won”, but crucially, “the 

least-likely part of the work is behind us”. In other words, the scientific leap to create 

human-surpassing AI has already happened. These advanced AIs can now take on 

complex tasks, effectively extending our cognitive reach. 

Implications: If the most challenging scientific insights needed for superhuman AI are already 

discovered, the door opens to rapid refinement and deployment. This suggests we’ve entered a 

phase of engineering and scaling rather than speculative science – an era where improving AI 

may be more about incremental advances, massive data, and computing power than unknown 

theory. Ethically and economically, this is profound. Human skills that were once irreplaceable 

can now be matched or exceeded by machines, raising questions about how we define human 

uniqueness and purpose. However, it also means humanity can harness these systems to solve 

problems previously beyond reach. The fact that the “least-likely part” is done instills a cautious 

optimism: barring unforeseen scientific barriers, AI capabilities should continue to grow. Yet, it 

also calls for responsibility – since we have crossed this threshold, how we apply these 

superhuman capabilities (and how we ensure they remain beneficial) becomes a central societal 

challenge. Philosophically, it underscores a shift in human self-conception: we are no longer the 

smartest entities on the planet in every domain, which may alter our humility and our approach 

to knowledge and discovery. 

Probability (1–10) by 2030–2035: 8/10 – The claim that superhuman AI breakthroughs are 

largely behind us is very likely to hold true through 2030. AI systems have already bested 

humans in narrow domains (chess, Go, protein folding), and trends in model performance 

suggest continued improvements. By the 2030s, it’s plausible that AIs will routinely outperform 

humans in even more fields. The probability is high because many technical experts believe 

scaling up current architectures and algorithms will yield progressively greater intelligence. 

However, there remains some uncertainty (hence not a full 10/10): new scientific hurdles (like 

fundamentally better reasoning or consciousness) could emerge. Still, given how far we’ve come 

since 2020, Altman’s view that the toughest part is done seems largely justified – refinements 

and extensions of existing tech are likely to carry us into full superintelligence. 

3. Enormous Gains to Quality of Life 

Summary: A core promise of AI is a dramatic improvement in human well-being. 

Altman stresses that “the gains to quality of life from AI driving faster scientific progress 

and increased productivity will be enormous; the future can be vastly better than the 

present.” By accelerating discoveries in medicine, engineering, and more, AI can 

turbocharge progress, since “scientific progress is the biggest driver of overall 

progress”. In short, AI has the potential to unlock a much higher standard of living and 

solve pressing global problems. 

Implications: This vision implies that AI could be the ultimate tool for human flourishing – 

curing diseases, solving hunger, mitigating climate change, and unlocking new technologies at 

unprecedented speeds. Ethically, it presents AI as a means of alleviating suffering and expanding 

opportunities. For society, widespread AI-driven productivity might mean cheaper goods, better 

healthcare, and more time for creative or leisure pursuits as machines handle drudgery. However, 

realizing these gains requires governance to ensure benefits are shared broadly. There’s also a 



philosophical angle: if AI vastly improves our condition, humanity might shift its aspirations – 

once basic needs are met, our focus could turn to higher-level pursuits (art, exploration, self-

actualization). Altman’s excitement hints at a post-scarcity future in knowledge and innovation, 

reminiscent of Enlightenment ideals. But we must also consider distribution: who gets to enjoy 

this “vastly better” future? Ensuring equitable access to AI’s fruits will be crucial to avoid 

widening social gaps. In essence, this idea reinforces hope that technology, guided well, can 

significantly raise the baseline of human happiness and capability. 

Probability (1–10) by 2030–2035: 7/10 – It is likely that by the early-to-mid 2030s we will see 

noticeable improvements in quality of life attributable to AI, though perhaps not uniformly 

“enormous” for everyone yet. Trends in AI-assisted healthcare (for example, AI in drug 

discovery and diagnostics) hint at breakthroughs in treatment and disease management within the 

next decade. AI-driven efficiencies in industries could lower costs of goods and services, 

benefiting consumers. However, the full realization of “vastly better” living conditions may be 

uneven: technological benefits often start concentrated in advanced economies or certain sectors 

before spreading. By 2035, the world as a whole may be significantly better off due to AI (higher 

productivity, some scientific marvels achieved), but challenges like economic inequality or 

political resistance could temper universal gains. The probability is solid given current progress 

in science and AI – for instance, the rapid development of COVID-19 vaccines was aided by AI 

tools, foreshadowing what faster scientific progress can do – but the exact magnitude of benefit 

by 2035 has some uncertainty, hence not a higher rating. 

4. AI at Scale: ChatGPT’s Power and Pitfalls 

Summary: Altman uses ChatGPT as a proof of concept that AI is already immensely 

powerful and widely deployed. In a real sense, “ChatGPT is already more powerful than 

any human who has ever lived,” given its breadth of knowledge and skills. Hundreds of 

millions rely on it daily, so even a “small new capability can create a hugely positive 

impact,” but conversely a “small misalignment… can cause a great deal of negative 

impact,”when amplified at scale. This illustrates the double-edged sword of AI’s reach. 

Implications: The scale of AI deployment magnifies both benefits and risks. Philosophically, 

this raises the stakes of getting AI behavior right: never before has a single “entity” (an AI 

model) influenced so many lives so directly. ChatGPT’s widespread use for “increasingly 

important tasks” suggests society is already delegating cognitive work to machines – from 

writing code to providing medical or legal advice – which can democratize expertise but also 

makes us vulnerable if the advice is flawed or biased. Ethically, the reference to “misalignment” 

highlights AI’s alignment problem: if the AI’s objectives or behavior deviate from what users 

actually need or what society values, the consequences scale up to millions of users. For 

instance, if an AI subtly propagates false information or harmful suggestions, it could mislead on 

a massive scale. Altman’s point underscores the urgent need for responsible AI: robust testing, 

alignment with human values, and oversight become critical when an AI’s “small” flaw can 

impact the global information ecosystem. It also speaks to human nature: we tend to trust tools 

that work well, so as AI becomes routine, people might lower their guard – making it even more 

important that AI is safe by design. 



Probability (1–10) by 2030–2035: 10/10 – By 2030, it is almost certain that AI systems as 

capable as (or more capable than) ChatGPT will be deeply integrated into daily life for a 

majority of the global population. The trend is already evident: only a year after its release, 

ChatGPT reached hundreds of millions of users. By the 2030s, we’ll likely have even more 

advanced models serving billions through personal devices, virtual assistants, and workplace 

tools. This ubiquity means any improvement or mistake in AI will indeed have massive ripple 

effects. The probability is essentially certain not because every individual will use the same AI, 

but because the concept of AI at scale – powerful models embedded everywhere – is on track. 

The key uncertainty is not whether this happens, but how well we manage it. Given current 

trajectories in AI adoption, one can confidently say the influence of AI on everyday life by 2035 

will be pervasive, confirming Altman’s vision of both huge positives and serious risks from 

scaled AI. 

5. Rapid Timeline: Agents, Scientific Breakthroughs, and Robots 

Summary: Altman lays out a strikingly short timeline for upcoming AI 

milestones: “2025 has seen the arrival of agents that can do real cognitive work” (e.g. 

coding assistants), “2026 will likely see… novel insights” generated by AI, and “2027 

may see… robots that can do tasks in the real world.” In other words, within just a few 

years, we expect AI to autonomously solve new scientific problems and physically act in 

the world via robotics. 

Implications: If these predictions hold, the latter half of this decade will be transformative. AI 

“agents” already writing code in 2025 foreshadow a shift in how software is developed and 

creative work is done – humans increasingly in a supervisory or collaborative role with AI. By 

2026, AI making novel insights suggests machine intelligence contributing to science itself, 

potentially formulating hypotheses or discoveries beyond current human knowledge. This raises 

philosophical questions: can an AI be a scientist or inventor in its own right, and how do we 

attribute credit or trust its findings? By 2027, AI-powered robots doing real-world tasks means 

crossing the boundary from virtual to physical impact. Societally, that could revolutionize 

industries like manufacturing, logistics, and home services – but also displace jobs and challenge 

us to integrate robots into everyday human environments. Ethically, autonomous robots raise 

safety and alignment issues: an AI that acts in the physical world must reliably understand 

human intentions and values (e.g., a caregiving robot must not harm those it helps). Altman’s 

timeline is aggressive, which also implicitly pressures industry and regulators – if true, we have 

limited time to prepare for AI-driven upheavals in economy and labor. It’s a call to brace for 

impact: cognitive labor and manual labor might both be shaken by AI in a very short span. 

Probability (1–10) by 2030–2035: 6/10 – While AI is advancing quickly, the specific timeline 

(agents in 2025, scientific theory AIs in 2026, widespread general-purpose robots by 2027) 

might be optimistic. Parts of it are already happening: 2025 did indeed see a proliferation of AI 

“agents” and tools (like coding assistants and AutoGPT-like autonomous agents), so that seems 

on track. AI making novel scientific insights by 2026 is plausible in some domains – for 

example, AIs have already helped discover new protein structures and mathematical conjectures. 

By 2030, it’s likely we’ll have seen at least a few significant discoveries credited to AI, raising 

the score. The biggest uncertainty is physical robots by 2027 performing a broad array of tasks. 

Robotics has historically progressed slower than software AI due to the complexity of the 



physical world. We may see some robots (like warehouse robots or self-driving cars) reach high 

utility by the late 2020s, but a humanoid general robot in every home or business by 2027 is less 

certain. By 2035, however, robots will likely be far more common in workplaces and perhaps 

households, even if not yet ubiquitous. The moderate probability reflects confidence in AI agents 

and scientific AIs, but caution about the speed of the robotics revolution (though even that could 

surprise us with recent investments in humanoid robots). 

6. Productivity Boom: Everyone Can Create More 

Summary: By 2030, individual productivity could skyrocket thanks to AI. Altman notes 

that many more people “will be able to create software and art,” and although experts 

will “still be much better than novices” if they embrace AI tools, the gap narrows. 

Generally, “the ability for one person to get much more done in 2030 than they could in 

2020 will be a striking change.” In short, AI augments human creativity and output, 

enabling even those without specialized training to produce valuable work. 

Implications: This democratization of creation has far-reaching effects. Economically, it could 

mean an explosion of innovation and content: more startups, more art, more scientific research as 

AI lowers the barrier to entry. A lone individual with AI assistance might do the work of an 

entire team, disrupting business models and the labor market. Socially, it empowers people who 

previously lacked access to certain skills – for example, someone with ideas but not coding 

ability can have AI write software for them. This could diversify who gets to invent and express 

themselves, possibly reducing the dominance of those with elite training. However, it also raises 

ethical and quality considerations: if AI helps novices create, how do we ensure the output is 

accurate, safe, and culturally valuable? There’s a risk of a deluge of AI-generated content that 

could drown out human originality or lead to intellectual property disputes (who owns AI-

assisted creations?). On the positive side, embracing these tools could elevate expert 

professionals to achieve even more – imagine scientists running thousands of experiments via AI 

or artists exploring new mediums effortlessly. The key is adaptation: those who learn to 

collaborate with AI will thrive, as Altman suggests, while those who resist might fall behind. In 

essence, the nature of expertise may shift from mastering low-level skills to guiding AI and 

curating its output with human judgment and taste. 

Probability (1–10) by 2030–2035: 9/10 – Signs already point to a productivity boom. AI coding 

assistants (like GitHub Copilot) and generative art tools (like DALL-E and Midjourney) are 

widely used, enabling non-experts to produce credible results. By 2030, these tools will be more 

powerful and user-friendly, so it’s very likely one person will accomplish far more than they 

could a decade prior. The high rating reflects strong current momentum: businesses report 

significant productivity gains from AI, and individuals can already write, draw, or analyze data 

faster with AI help. One uncertainty is how organizations and education systems will adapt – 

people need to learn to effectively use these tools. But given competitive pressure, adaptation 

seems likely. By 2035, society should have seen a notable uptick in creative output and 

economic growth attributable to AI augmentation, fulfilling Altman’s vision. We likely won’t be 

saying “if only we had more programmers or artists,” because AI will amplify the ones we have 

and essentially turn many more people into creators. 



7. Human Nature Persists Amid 2030s Change 

Summary: Altman reassures that in the “most important ways, the 2030s may not be 

wildly different.” People will still “love their families, express their creativity, play 

games, and swim in lakes.” In other words, the core of human life – relationships, 

creativity, leisure, nature – remains intact. However, in “still-very-important ways, the 

2030s are likely going to be wildly different from any time that has come before.” The 

existence of intelligence far beyond human levels will introduce unprecedented realities, 

even as everyday human passions continue. 

Implications: This juxtaposition highlights a theme of continuity within change. Human nature 

– our need for love, play, and meaning – is resilient. No matter how advanced technology 

becomes, people will likely seek familial bonds, artistic expression, and connection with nature. 

This suggests that even in a hyper-technological future, policies and ethics must safeguard what 

humans cherish (family time, personal growth, environmental connection) rather than assuming 

we become unrecognizable post-humans. On the flip side, “wildly different” intelligence levels 

mean that the context of those human activities could shift dramatically. For instance, family life 

in the 2030s might include AI tutors for kids or robot assistants, creativity might be enhanced by 

AI co-artists, games could be in virtual reality with AI as participants, and even swimming in 

lakes might involve AI-driven environmental monitoring. Societally, we might experience 

cognitive dissonance: life feels normal in our human circle, yet we’re aware that superintelligent 

processes are running in the background solving problems or even governing some systems. 

Philosophically, this speaks to the duality of the singularity – it’s both extraordinary and ordinary 

at once. It emphasizes the importance of grounding technological progress in human values: no 

matter how “wild” things get, technology should serve the perennial aspects of human well-

being. It also suggests that human nature could be a stabilizing force; our desires and behaviors 

provide continuity that can guide how we integrate the radical differences coming with 

superintelligence. 

Probability (1–10) by 2030–2035: 10/10 – The continuation of basic human nature alongside 

technological change is virtually certain. Looking at history, even amid revolutions (industrial, 

digital), people continued to value family, art, recreation, and nature. By 2030–2035, we will 

definitely still see people falling in love, raising children, enjoying hobbies, and seeking outdoor 

experiences, even if AI is embedded in many aspects of life. Meanwhile, the world willbe 

different in important ways – indeed, AI and other tech will likely create scenarios previously 

unseen (perhaps AI might manage cities or help cure diseases). Both sides of Altman’s statement 

are highly likely: the human emotional core endures (10/10) and the tech environment will be 

profoundly novel (10/10 for difference in kind). This essentially is a certainty barring a complete 

societal collapse. The challenge will be managing that dichotomy: ensuring that the “wildly 

different” aspects (like superintelligent AIs) are harnessed to enrich, not erode, the timeless 

aspects of human life. 

8. Abundance of Intelligence and Energy 

Summary: The 2030s could bring a fundamental shift from scarcity to abundance in key 

resources. Altman predicts that “intelligence and energy… are going to become wildly 

abundant,” noting these have long been “the fundamental limiters on human 

progress.” With abundant cognitive power and plentiful energy – assuming “good 



governance” – humanity can theoretically obtain “anything else.” In other words, 

solving intelligence and energy constraints opens the door to solving all other material 

needs. 

Implications: If both brainpower and power supply become cheap and plentiful, it’s a game-

changer for civilization. Technologically, abundant intelligence means AI can be applied to 

every problem: scientific research accelerates, businesses optimize, education is personalized, 

and creativity flourishes. Abundant energy implies we overcome one of the biggest constraints in 

manufacturing, transportation, and living standards – imagine extremely low-cost electricity 

powering everything from desalination (solving water scarcity) to space travel. Together, these 

promise a post-scarcity economy in many domains. Ethically, this abundance could help 

eradicate poverty and reduce competition over resources, but only if managed well (“good 

governance” is crucial, as Altman notes). Otherwise, we risk worsening inequality – who 

controls the AI and energy sources? Philosophically, an age of abundance will test human nature: 

when constraints fall away, what do we strive for? Human fulfillment might shift towards self-

improvement, exploration, or social endeavors once material needs are easily met. This scenario 

also raises environmental implications: abundant energy (especially if clean) could allow large-

scale climate remediation or geoengineering, while abundant intelligence could optimize those 

efforts. However, there’s a caution: making something abundant doesn’t automatically make it 

beneficial for all – governance and social choice will determine whether this leads to utopian 

outcomes or new conflicts. If superintelligence and high energy availability intersect (e.g., AI 

guiding fusion energy rollout), society might experience growth and change at an unprecedented 

pace, demanding adaptability and wisdom to handle it wisely. 

Probability (1–10) by 2030–2035: 6/10 – Some progress toward abundance is likely by the 

2030s, but true “wildly abundant” intelligence and energy for all might not fully materialize that 

soon. On intelligence: AI capabilities are certainly growing exponentially, and by 2035 we’ll 

have far more powerful systems widely available (already the cost-per-AI-operation is dropping). 

It’s plausible that basic AI services become extremely cheap, akin to utilities, by then. Altman’s 

own comment that “intelligence too cheap to meter is well within grasp” reflects this trajectory. 

So on the intelligence side, probability is fairly high. On energy: while renewable energy and 

perhaps nuclear fusion research are advancing, achieving near-unlimited, ultra-cheap energy 

globally by the 2030s is less certain. We may see significant increases in energy production (e.g., 

solar power continuing to plummet in cost), but infrastructure and storage limitations could 

persist. “Abundant” energy might arrive unevenly – some regions or industries could have 

surplus power (if breakthroughs in fusion or battery tech occur), but others might lag. Thus, 

combining the two, a moderate rating is given. By 2035, we will likely be approaching an era of 

much cheaper AI (high intelligence per dollar) and significantly expanded clean energy capacity, 

but governance (political will, global cooperation) will determine how close we get to Altman’s 

theoretical abundance. Continued positive trends in technology and climate policy would raise 

this likelihood. 

9. Singularity Normalization: Wonders Become Routine 

Summary: A hallmark of the singularity, Altman argues, is how quickly the 

extraordinary becomes ordinary. We “quickly go from being amazed” by a new AI 

achievement “to wondering when” an even greater feat will arrive. For example, once AI 



can write a good paragraph, we immediately ask for a novel; if it diagnoses illnesses, we 

then expect cures. “This is how the singularity goes: wonders become routine, and then 

table stakes.” In short, each breakthrough raises expectations for the next, making 

yesterday’s marvel feel like the new normal. 

Implications: This speaks to human psychology and adaptive expectations. Our baseline for 

what’s “normal” is constantly moving upwards as technology progresses, which can be both 

motivating and dangerous. On one hand, this drives rapid innovation – society continuously 

pushes AI to do more, achieving breakthroughs that might have seemed like magic just years 

before. It also suggests we might under-appreciate living in a miraculous age, as today’s miracles 

become tomorrow’s “must-haves.” Ethically, this normalization could desensitize us to potential 

risks; we might deploy ever-more-powerful systems without due caution simply because each 

step feels like a small increment from the new normal. Societally, expectations will rise: perhaps 

people will come to expect instantaneous answers, perfect reliability, or constant improvement 

from AI in every field. Those expectations can spur progress but also create stress and 

dissatisfaction if reality can’t keep up or if not everyone shares in the benefits. Philosophically, 

the idea that “wonders become routine” is at the heart of the singularity concept: exponential 

growth means what looks like a steep climb from afar is experienced as a steady path when 

you’re on it. It suggests that future generations may take for granted capabilities that we today 

would consider nearly divine. For example, if AI develops a cure for cancer, the next generation 

might simply see curing previously deadly diseases as standard healthcare. The challenge will be 

maintaining gratitude, ethical reflection, and control even as we constantly reset our wonder 

threshold. 

Probability (1–10) by 2030–2035: 10/10 – This pattern of rapid normalization is already 

observable and will almost certainly continue through the 2030s. In the past decade, technologies 

like smartphones, GPS navigation, or on-demand information went from astonishment to 

expectation. With AI, each new breakthrough (like AI art, human-level translation, or 

superhuman game-playing) quickly stops making headlines as people ask “what’s next?” By 

2035, many feats that would astonish us today – such as AI passing medical board exams or 

autonomously running a company – may well be considered routine or even required capabilities 

(the “table stakes” Altman mentions). Human nature’s adaptive lens virtually guarantees this 

trend (we recalibrate to new standards of normalcy swiftly). Therefore, the probability is certain: 

whatever cutting-edge AI does in 2030, by 2035 society will likely treat it as an expected 

baseline, focusing attention on the even greater possibilities on the horizon. 

10. AI Accelerating AI: Recursive Improvement Begins 

Summary: One of the most significant effects of advanced AI is its use in improving 

itself and speeding up science. Altman notes scientists are already “two or three times 

more productive” with AI tools, and more importantly, “we can use [AI] to do faster AI 

research.” The hope is to “do a decade’s worth of research in a year, or a 

month,” radically increasing the rate of progress. While AI isn’t yet self-modifying in a 

fully autonomous way, current systems are “a larval version of recursive self-

improvement.” – early signs of AI helping make better AI. 



Implications: This is a glimpse of the classic singularity feedback loop: smarter AIs help create 

even smarter AIs. If each generation of AI can assist in designing the next, we could see an 

acceleration cascade. Technologically, this might lead to unexpected leaps – new algorithms, 

architectures, or even entirely new computing paradigms (Altman even muses about discovering 

“new computing substrates”). The philosophical implication is that humanity might hand off a 

portion of innovation to machines; we become supervisors or collaborators in an innovation 

process that far outpaces our unassisted capabilities. This raises questions of control: we must 

ensure that as AI-driven research rapidly iterates, safety and alignment keep pace. Ethically, if 

AI starts designing AI, traditional human oversight could be strained – it calls for developing 

robust evaluation methods for AI-generated proposals and maybe even slowing down at critical 

junctures to verify safety (a challenge if competition pushes for speed). On the positive side, this 

could herald solutions to pressing problems arriving much faster – e.g., rapid development of 

green energy technologies or medical cures, thanks to AI’s accelerated research cycle. Societally, 

an explosion of knowledge could be both exciting and overwhelming; education and policy-

making might struggle when fundamental scientific shifts happen in months instead of decades. 

Altman’s “larval” phrasing is reassuring – it suggests we’re in the very early, manageable stage 

of this phenomenon – but it underscores that the loop has begun, and how we manage this 

iterative growth of intelligence is a critical, unprecedented task for our species. 

Probability (1–10) by 2030–2035: 8/10 – It is highly likely that by 2030, AI systems will be 

significantly contributing to AI research and other scientific fields, noticeably accelerating 

discoveries. We’re already seeing early signs: AIs have suggested new molecular designs in 

chemistry and helped optimize machine learning models. By the early 2030s, using AI to 

improve AI (like AI-generated model architectures or AI-aided code for AI algorithms) will be 

standard practice in the field. The probability isn’t marked as certain because the extent of 

acceleration is variable – doing “10 years of research in 1 year” might be feasible in some fast-

moving domains but not uniformly across all sciences by 2030. Also, external bottlenecks (e.g., 

experimental validation in physical sciences) still take time. However, given the exponential 

growth in AI capabilities and the compounding effect of AI assisting research (already yielding 

results at companies like DeepMind with AlphaFold in biology), an accelerating trend is almost 

assured. By 2035 we might even see rudimentary forms of AI suggesting improvements to their 

own code (with human oversight) – a true recursive improvement loop beginning to spin up, in 

line with Altman’s vision. 

11. Self-Reinforcing AI Economy: The Infrastructure Flywheel 

Summary: The benefits of AI are creating a virtuous cycle fueling further AI 

development. Altman observes that the “economic value creation has started a flywheel 

of compounding infrastructure buildout” for AI. Essentially, as AI systems prove their 

worth, more money and resources pour into building the data centers and hardware 

needed for even more powerful AI. He also notes that “robots that can build other robots 

(and… datacenters that can build other datacenters) aren’t that far off.” In short, success 

in AI begets more investment in AI. 

Implications: This feedback loop means AI progress could speed up not just from better 

algorithms, but from massively scaling hardware and manufacturing via automation. 

Economically, the promise of AI’s productivity gains is leading to huge investments (we see this 



in the real world with multi-billion dollar funding for AI chips and cloud computing 

infrastructure). That investment increases computing power available, enabling training of more 

advanced models – which in turn generate more value. If robots build robots and automated 

factories build more AI infrastructure, we edge toward an exponential growth in capacity with 

minimal human labor involved. This raises questions about control and centralization: who owns 

this self-expanding AI infrastructure? It could concentrate power in whichever companies or 

countries manage to get ahead, unless deliberately decentralized. From a labor perspective, an 

automated expansion of infrastructure could reduce human jobs in manufacturing and 

construction, again putting the onus on society to adapt (perhaps shifting jobs to overseeing the 

automation, or focusing on human-centric sectors). Ethically, a self-driving tech economy might 

prioritize efficiency over other values, so ensuring that this flywheel also benefits humanity 

broadly (and not just profit) is important. The mention of datacenters building datacenters hints 

at a world where the growth of “intelligence factories” (AI compute farms) becomes autonomous 

– a somewhat sci-fi prospect that nonetheless aligns with trends in robotics and automation. 

Altman’s point underscores that AI progress isn’t just an intellectual or software phenomenon; it 

has a physical, economic engine behind it that’s revving up. This could lead to rapid scaling of 

AI availability, but also demands foresight in governance to handle an economy where capital 

and machines feed on each other with less human intervention over time. 

Probability (1–10) by 2030–2035: 8/10 – Evidence already points to a strong flywheel effect in 

AI development. For example, profits from current AI applications (like advanced analytics and 

generative AI services) are being reinvested into even larger AI research efforts and 

infrastructure. By 2030, it’s very likely that the AI sector will be one of the largest attractors of 

capital, and companies will continuously expand their computing capabilities. The probability 

that robots will be heavily involved in constructing more of this infrastructure by 2035 is also 

high: we’re seeing automation in manufacturing and the beginning of AI-managed data center 

operations. Initiatives in various countries to build national AI supercomputers illustrate the 

compounding investment pattern. However, full autonomy – where datacenters and robots 

largely reproduce themselves – might still be emerging by the early 2030s (hence not 10/10). But 

the trend is toward more automated production (consider advances in robotics and 3D printing 

for construction). Given how AI success begets further investment, the feedback loop Altman 

describes is already in motion and is likely to intensify in the coming decade. 

12. Robots Bootstrapping Robots: Exponential Manufacturing 

Summary: Altman paints a scenario where once a critical mass of robots exists, they 

can “operate the entire supply chain” to manufacture more of their own kind and the 

infrastructure they need. Even if “we have to make the first million humanoid robots the 

old-fashioned way,” thereafter robots could handle mining raw materials, running 

factories, building chip fabs and data centers – “then the rate of progress will obviously 

be quite different.” This would radically accelerate technological growth by removing 

human labor bottlenecks in production. 

Implications: This is essentially the dream (or nightmare) of self-replicating machines. 

Technologically, if achieved, it means human labor ceases to be a bottleneck for scaling up 

technology – production could grow geometrically, limited only by resources and energy. 

Economically, the cost of goods and of expanding infrastructure would plummet after the initial 



investment; we could see an abundance of everything from electronics to housing if robots build 

robots that build factories, etc. It could usher in an era of material plenty, but also disrupt labor 

markets completely (most manufacturing, construction, and logistics jobs could evaporate, 

requiring massive societal adjustment like re-skilling or universal basic income to maintain 

social stability). Environmentally, having robots run the supply chain could be a double-edged 

sword: on one hand, ultra-efficient processes might reduce waste and allow precise resource use; 

on the other, exponential production could stress natural resources unless carefully managed 

(we’d need those robots to also handle recycling and sustainable resource extraction). Ethically 

and in terms of governance, a self-sufficient robotic supply chain raises control questions: how 

do we ensure this system remains aligned with human interests and doesn’t, for example, 

consume resources in ways harmful to humanity or the biosphere? Altman’s suggestion is 

optimistic in assuming this leads simply to faster progress – indeed, it could allow humanity to 

undertake grand projects (like large-scale space colonization or climate engineering) at scales not 

previously possible. But it’s also the point where science fiction scenarios of runaway self-

replication emerge (the “grey goo” concept, albeit with robots instead of nanobots). Ensuring 

oversight, fail-safes, and legal frameworks for robotic industries will be critical. This vision 

essentially combines AI with robotics and could define the economy of the 2030s and beyond: 

one where human manual effort is largely replaced by intelligent machines building the world for 

us. 

Probability (1–10) by 2030–2035: 5/10 – This self-sufficient robotic production loop is possible 

but far from guaranteed by the early 2030s. On one hand, automation is steadily increasing: 

factories are adding more robots, and research into autonomous mining vehicles, robotic 

assembly, and automated logistics is advanced. We may see pockets of this vision by 2035 (for 

instance, an automated facility that can produce parts for new robots with minimal human input). 

Companies like Tesla are already attempting something akin to robots building robots in their 

Optimus project, and some factories use robots to build robot parts. However, the full “entire 

supply chain” autonomy is a massive undertaking. By 2035, it’s more likely we’ll have partially 

automated supply chains rather than fully autonomous ones. Perhaps mining and refining will 

still involve humans for oversight, and chip fabs will still need human experts (though greatly 

assisted by AI), so a completely human-free production cycle might not be realized yet. Thus, 

while the trajectory points that way, the timeline might extend beyond 2035 for a truly self-

replicating industrial system. The next decade will probably produce successful pilot examples 

(like robot-run warehouses or factories that can replicate certain robot components). Whether 

that scales broadly will depend on overcoming technical challenges in robotics (fine motor skills, 

complex decision-making in unstructured environments) which are still significant. In summary, 

some elements of this exponential manufacturing will likely appear by the 2030s, but a 

ubiquitous robot-run supply chain is perhaps a bit further out. 

13. Intelligence as Cheap as Electricity 

Summary: Altman predicts that as AI hardware production becomes automated, “the 

cost of intelligence should eventually converge to near the cost of electricity.” In other 

words, running an AI will mainly cost only the energy it uses. He gives a concrete 

example: an average ChatGPT query today uses about “0.34 watt-hours” of energy (and 

a tiny sip of water for cooling) – about what “an oven would use in a little over one 



second”. This hints that each bit of AI “thinking” is extremely cheap, and getting 

cheaper. 

Implications: If intelligence (computation) becomes dirt cheap, it transforms economic models. 

Tasks that were once costly – hiring experts, performing research, customer service – could be 

done by AI at negligible cost. This might drastically lower the price of goods and services, 

because the “brainwork” component becomes almost free. It also means that limitations on 

deploying AI will be more about ethics and policy than about expense: in principle, every person 

could have a personal AI of immense capability if energy is the only cost. This democratization 

is positive but also depends on infrastructure – abundant cheap electricity is needed, ideally from 

clean sources, or else an explosion of AI usage could strain energy grids or climate goals. 

Altman’s point evokes the old phrase “too cheap to meter,” historically used for nuclear energy; 

here it’s applied to intelligence, implying a future where cognitive power is so abundant we 

hardly count its cost. Societally, this could enable universal access to education via AI tutors, 

healthcare diagnostics for pennies, and constant personal assistants for everyone. However, it 

might also upend industries – if AI labor costs nearly nothing, human labor in knowledge fields 

must either move up the value chain or find niche roles. One ethical concern: when AI is cheap 

and ubiquitous, surveillance or manipulation could also become cheap (e.g. AI running millions 

of personalized propaganda or phishing campaigns at trivial cost). Governance will need to 

manage the flood of “free” intelligence so that it’s used for collective good. Altman’s view 

suggests an economic revolution: just as electricity made muscle power cheap and launched the 

20th century’s growth, AI might make problem-solving and creativity cheap, launching an even 

more profound revolution in the 21st. 

Probability (1–10) by 2030–2035: 7/10 – The cost of AI computation has been dropping, 

though it’s counterbalanced by our appetite for ever larger models. By 2030, it’s plausible that 

running advanced AI will be affordable for most users or institutions, approaching the cost of the 

electricity itself. Cloud computing prices for AI have already been falling as hardware improves 

and algorithms get more efficient. The probability is fairly high because multiple trends support 

it: hardware (GPUs, TPUs) is becoming more efficient, new chip designs (like neuromorphic or 

optical computing) are being explored, and at scale, automation (as discussed) will reduce 

production costs of AI hardware. Also, if datacenters increasingly run on renewable energy, the 

marginal cost of extra electricity could be very low. By 2035, we might indeed find that AI 

services are nearly free (perhaps provided as public infrastructure, like libraries or through 

advertisements). The reason it’s not 10/10 is that there are uncertainties: demand for AI might 

rise so much that it keeps costs up (for example, training a cutting-edge model is extremely 

expensive today, though by 2035 even that might become routine). Also, energy prices and 

supply will factor in – if clean energy isn’t as abundant as hoped, that limits how cheap AI can 

get. Overall, given current trajectories, Altman’s vision of intelligence as a near-free utility by 

the mid-2030s is quite plausible, and the world is trending in that direction. 

14. Accelerating Progress vs. Job Upheaval: A New Social Contract 

Summary: Altman acknowledges that ever-accelerating technological progress will 

come with turbulence. “Whole classes of jobs” may disappear – a “very hard” challenge 

for society. On the other hand, the world will be “getting so much richer so quickly” that 

ideas once dismissed – like bold social safety nets or a reimagined social contract – could 



become feasible. Change will likely be gradual; we won’t rewrite society overnight, but 

over a few decades “the gradual changes will have amounted to something big.” 

Implications: This highlights a central social dilemma of AI: immense wealth creation paired 

with labor disruption. If AI can do many jobs, unemployment or transitions will spike in certain 

sectors – a serious ethical and economic issue. However, if AI-driven productivity vastly 

increases wealth, it potentially provides the resources to support those displaced (for example, 

through universal basic income, retraining programs, or shorter work weeks with no loss of pay). 

Altman implies that ideas like these, previously viewed as utopian, might become realistic in an 

AI-rich economy. Governance will play a key role: will the gains from AI be taxed or distributed 

in a way that cushions the dislocation? The mention of a “new social contract” suggests we may 

need to redefine the relationship between individuals, corporations, and the state – perhaps 

shifting how people earn income, derive identity from work, or receive social support. 

Historically, similar shifts happened after the Industrial Revolution (e.g., labor laws, public 

education, social safety nets emerged when agrarian life gave way to industrial life). The 

acceleration here is greater, so society might need to adapt faster. Philosophically, it challenges 

the notion of work as central to human dignity: if many traditional jobs vanish, we must find 

meaning and purpose beyond employment, or create new forms of “work” that align with an AI-

rich world. Altman’s optimistic note is that because change is gradual year-to-year, society can 

iterate solutions rather than having to solve everything at once. Ethically, that means we should 

start experimenting now with policies – shorter work weeks, job transition programs, income 

supplementation – so that by the time the changes fully materialize, we have evolved our 

systems. It’s a call for proactive adaptation to ensure that everyone can thrive in the new era, not 

just those who own the AI or can quickly shift roles. 

Probability (1–10) by 2030–2035: 8/10 – It is very likely that by 2030 we will see both 

significant job displacement in certain fields and serious discussions (if not implementations) of 

new social policies in response. Trends in automation show certain jobs (e.g., routine 

manufacturing, some service roles) already declining, and AI threatens white-collar jobs (like 

basic accounting or content writing) next. By the early 2030s, many companies might employ AI 

instead of expanding human staff for various tasks. At the same time, economies will likely grow 

due to productivity gains, giving governments and society more resources to work with. We’re 

already seeing experimental policies: for instance, trials of universal basic income in some 

places, or shorter work week experiments in Europe. As AI advances, such ideas will gain 

momentum – not necessarily globally uniform, but at least in some countries or states. The 

gradualism Altman mentions is plausible; we probably won’t have a single moment when “all 

jobs are gone,” but a rolling wave across industries. The strong probability reflects that early 

signs (like self-driving vehicles threatening driving jobs, or AI tools reducing demand for certain 

entry-level office roles) are visible now. The remaining uncertainty lies in the human response: 

political will and consensus for a new social contract is not guaranteed (hence not 10/10). Some 

societies may handle it better than others, and by 2035 we’ll have examples of both successes 

and struggles in adapting to the new economic reality AI brings. 

15. Human Adaptability and New Purpose 

Summary: History suggests humans will “figure out new things to do and new things to 

want” as old jobs are automated. Altman points to the Industrial Revolution: as we shed 



certain labor, we “assimilate new tools quickly.” Expectations for comfort and 

achievement “will go up” alongside capabilities, and “we’ll all get better 

stuff.” Crucially, he notes a “curious advantage” humans have over AI: “we are hard-

wired to care about other people and what they think and do, and we don’t care very 

much about machines.” This intrinsic social motivation means we’ll continue 

building “ever-more-wonderful things for each other.” 

Implications: This perspective is optimistic about human nature’s resilience in the face of 

automation. As AI takes over tasks, people won’t simply become idle; they’ll invent new forms 

of work, art, and social engagement – many of which we can’t even imagine yet (just as a farmer 

in 1800 couldn’t imagine a web designer or a yoga instructor). Our “expectations will go up” – 

meaning as technology provides more, we’ll aim higher, perhaps setting new creative or 

intellectual goals for ourselves. The mention of humans caring about humans is profound: it 

implies that no matter how capable machines get, we derive meaning from social bonds, 

community approval, and collaborative efforts. For example, even if an AI can paint a perfect 

picture, people might still value the story and emotional expression of a human artist, or cherish 

a handmade gift because of the human effort and intent behind it. This human-to-human 

valuation could drive new industries (think experience economy, personalized services, or 

simply more focus on interpersonal care, like teaching, coaching, therapy – areas where empathy 

is key). It’s also an argument that AI won’t make us obsolete in everything: our innate social and 

emotional intelligence is something machines do not inherently possess, and humans will 

continue to seek human touch and originality. Ethically, this suggests alignment efforts for AI 

should emphasize complementing human social life, not detracting from it. It also hints that as 

AI does the drudge work, human labor might shift to roles that emphasize human connection – 

potentially a more fulfilling direction for society if managed well. However, one challenge is 

ensuring the economic system rewards those human-centric “soft” contributions (historically, 

roles like caregiving or art have been underpaid or undervalued). If society recognizes that these 

are our advantages over AI, it may elevate the importance of roles in caregiving, arts, and 

community-building. Altman’s statement is ultimately reassuring: it posits that human nature – 

our curiosity and social drive – will guide us to create new meaning and value even when 

machines handle more tasks. 

Probability (1–10) by 2030–2035: 9/10 – The pattern of humans adapting to new technology by 

finding new occupations and desires has held for centuries, and it is very likely to continue into 

the AI era. Already, we see entirely new categories of jobs and hobbies (e-sports, app 

development, online content creation) that didn’t exist a generation ago, absorbing people who 

might have otherwise filled now-automated roles. By 2035, many jobs that involve uniquely 

human traits (relationship building, creative design, strategic leadership) should still be in 

demand, and new fields (perhaps virtual world design, AI ethics, or human-machine team 

management) could emerge. The human penchant for novelty and status ensures we won’t run 

out of pursuits – as soon as AI makes something easy, people often move the goalposts and 

tackle a new challenge. The high probability also stems from social behavior: people inherently 

seek purpose and will co-create new cultural trends and markets. For example, if AI handles all 

physical production, we might see more humans pursuing creative arts, scientific research, or 

caregiving professions. One caveat is the distribution of this adaptation – not everyone finds it 

easy to transition, which is why support systems are needed (thus not a full 10/10, because 



frictions and inequities in adaptation will happen). But in aggregate, humanity in the 2030s will 

likely be engaged in many “fake-sounding” jobs (by today’s standards) that feel meaningful to 

us, confirming Altman’s view of relentless human creativity in inventing purpose. 

16. Redefining Work: ‘Fake Jobs’ and Shifting Values 

Summary: Using a historical lens, Altman suggests that what one era calls “fake jobs” 

can be very real to those doing them in the future. A medieval subsistence farmer might 

see many modern professions as “just playing games to entertain ourselves since we have 

plenty of food and unimaginable luxuries.” Altman hopes that “a thousand years in the 

future” people will have jobs we’d view as trivial, yet those future people will find 

them “incredibly important and satisfying.” This underscores how work and value are 

relative to societal context and levels of abundance. 

Implications: This highlights a trajectory where as societies become wealthier (materially and 

informationally), the nature of work shifts from survival-driven to purpose-driven. In the past, 

most work was directly tied to survival (food, shelter production). Today, many jobs revolve 

around information, services, or even entertainment – things that might seem unnecessary to 

someone from a poorer, earlier time. Altman’s vision implies that as AI and automation provide 

abundance, future “work” might be even further detached from basic needs – perhaps more about 

creative exploration, social interaction, or self-fulfillment (which could look like “games” to us). 

Philosophically, it suggests human purpose continually evolves: we create meaningful endeavors 

even when not strictly needed for survival. It also implies optimism that technological progress 

won’t lead to widespread aimlessness; instead, people will channel their energies into new 

pursuits, which could be in virtual reality, artistic expression, or intellectual endeavors that today 

might seem like pure leisure. For current society, this perspective encourages us not to scoff at 

emerging careers (like professional gamers, influencers, or virtual world builders) just because 

they don’t produce traditional “tangible” goods – they may be precursors to how human labor 

and passion manifest in the future. Ethically, it points to the importance of respecting people’s 

sense of meaning. Just as the farmer couldn’t grasp why someone would be a software developer 

or a filmmaker, we might not immediately grasp the value of future roles (say, a designer of AI-

personality experiences or a community manager for virtual societies). But those roles could be 

central to individuals’ identity and happiness. A practical implication is that education and 

society should broaden the definition of valuable work. As AI takes over necessity-driven tasks, 

we should cultivate and validate jobs in caregiving, arts, research, and community engagement – 

areas that might look frivolous from a productivity standpoint but enrich human life. This “fake 

jobs” notion ultimately celebrates human adaptability and the capacity to find significance 

beyond mere economic utility. 

Probability (1–10) by 2030–2035: 10/10 – Already, we have seen this pattern: many jobs in 

2025 (e.g., social media manager, video game streamer) might seem baffling or “fake” to 

someone from the 1920s, yet they are real jobs providing real value in today’s context. By 2035, 

it’s virtually certain that new kinds of work will emerge that we today might find odd or 

superfluous. Given the accelerated change due to AI, some current professions will diminish 

(e.g., truck driving or basic bookkeeping if automated) and new ones will fill the void (perhaps 

roles in managing AI-human interaction, or curating content and experiences in an AI-rich 

world). Humans will always invent new status games and forms of contribution once freed from 



older burdens. The probability is essentially certain because it’s an extrapolation of a long-

observed historical trend. As long as humans have needs for social recognition and personal 

achievement, they will create “jobs” or projects even in areas that look like play to outsiders. By 

2030–2035, we can expect to see more people employed in sectors like virtual entertainment, 

personalized services, or creative fields – jobs that might not fit traditional definitions of labor 

but will be important in the social and economic fabric of the time. Altman’s thousand-year leap 

is hyperbolic, but even in the next decade, we’ll likely witness the seeds of those future 

“fanciful” jobs, confirming that work is a moving target defined by each era’s possibilities and 

values. 

17. Unimaginable Discoveries by 2035: A Cascade of Breakthroughs 

Summary: The pace of breakthroughs will become “immense,” making it “hard to even 

imagine today what we will have discovered by 2035.” Altman speculates we might solve 

a major physics problem one year and “beginning space colonization the next,” or go 

from a materials science breakthrough to “true high-bandwidth brain-computer 

interfaces” in a year’s time. While many people may live similarly to now, “at least 

some people will probably decide to ‘plug in’.” This suggests some will fully embrace 

merging with or immersing in technology. 

Implications: This suggests a future where paradigm-shifting innovations happen in rapid-fire. 

If high-energy physics puzzles (perhaps a grand unified theory or practical fusion power) get 

solved and immediately lead to new industries (like space travel or transformative energy 

sources), the 2030s could feel like science fiction realized. Technologically, it implies AI might 

help compress the R&D timeline dramatically, turning what used to be generational leaps into 

annual events. The idea of brain-computer interfaces (BCI) with high bandwidth hints at 

potential merging of human and machine intelligence – possibly enabling thought-controlled 

devices or even immersive virtual experiences directly in the brain. If some people “plug in,” 

that could mean opting to live in virtual realities or augmenting their minds continuously with 

AI. That has deep philosophical and ethical ramifications: it touches on transhumanism and 

questions about identity and humanity (e.g., if your thoughts are partly AI-driven, are you still 

you?). Socially, a split might emerge between those who fully embrace such tech integration and 

those who prefer a more traditional life – a potential “digital divide” not just in access but in 

lifestyle and even form of cognition. The scenario of year-over-year revolutionary changes also 

challenges governance: our institutions (laws, regulations, education systems) are not built for 

such rapid shifts. We might need more agile frameworks so that, for example, a sudden 

availability of safe brain implants or a new material that upends manufacturing doesn’t catch 

society completely off-guard in terms of safety, ethics, and accessibility. On the flip side, many 

people “living their lives in much the same way” suggests that adoption of radical tech can be 

uneven or slow by choice – some might stick to the old ways, perhaps for cultural, religious, or 

personal comfort reasons. This diversity of responses will shape the ethical landscape: we must 

allow room for individuals to opt out or go slow on certain enhancements without being left 

behind or coerced. Altman’s vision here is exhilarating but also hints at potential social 

stratification – the “plugged in” could accelerate even further away from those not augmented. 

Ensuring the wonders benefit humanity at large, rather than only early adopters or the wealthy, 

would be a crucial challenge of that era. 



Probability (1–10) by 2030–2035: 7/10 – We can expect some major breakthroughs by 2035, 

possibly even surprising ones, but the sequence Altman imagines might be somewhat idealized 

in timing. AI’s help in research increases the likelihood of big discoveries (perhaps in drug 

development, new materials, or energy). For instance, progress in nuclear fusion and quantum 

computing today suggests one or two big scientific milestones in the 2030s are quite plausible. 

Brain-computer interfaces are already in early human trials (e.g., Neuralink and academic 

research on neuroprosthetics), so achieving high bandwidth BCI by mid-2035 for some users is 

within reach, though likely not yet mainstream. Space colonization (e.g., establishing a Moon or 

Mars base) is being actively pursued by agencies and private companies; success by the 2030s 

isn’t guaranteed but is conceivable for initial outposts or habitats. The probability reflects that at 

least a few of these dramatic advances will occur, but perhaps not all, and not exactly year-after-

year as posited. As for people “plugging in”: by 2035, some early adopters may indeed be living 

with direct neural links or spending much of their time in richly immersive virtual worlds – we 

already see proto-versions with VR communities and brain-controlled prosthetics. That will 

likely be a minority phenomenon by 2035, but a growing one. So including all these aspects, a 

moderate-high likelihood is warranted. We should be prepared for astonishing progress in some 

domains (AI could help crack tough scientific puzzles or enable new interfaces), but also expect 

that human society will still be grappling with how to integrate these breakthroughs. In summary, 

a cascade of breakthroughs is likely (driven by exponential tech growth), but the world of 2035 

may still have many ongoing challenges and incomplete transitions, making the exact sequence 

and impact of these wonders somewhat unpredictable. 

18. Gradual Merge: The Singularity Feels Manageable 

Summary: Contrary to fears of an abrupt, catastrophic singularity, Altman suggests 

living through it may feel “impressive but manageable.” From our perspective, “the 

singularity happens bit by bit, and the merge happens slowly.” We’re “climbing the long 

arc of exponential… progress” which always looks “vertical looking forward and flat 

going backwards, but it’s one smooth curve.” He notes how in 2020 the idea of near-AGI 

by 2025 sounded crazy, yet “the last 5 years have actually been” a smooth progression. 

In essence, change will be exponential but experienced as continuous. 

Implications: This challenges the narrative of a sudden “AI explosion.” It implies that, day-to-

day, change will be incremental enough that humans can adapt without extreme shock. 

Psychologically, people might normalize each small step (as discussed earlier about wonders 

becoming routine). The “merge” likely refers to the blending of human and AI capabilities – 

perhaps through ubiquitous AI assistants, wearables, or brain interfaces – happening gradually 

rather than in one singular moment. A slow merge is arguably safer and more ethical because it 

allows continuous learning and adjustment of our values and regulations as we go. If it’s a 

smooth curve, then at no single point do we feel utterly out of control, which could help mitigate 

panic or reckless decisions. Societally, this suggests that institutions can evolve alongside 

technology. For example, laws can be updated year by year as new AI capabilities roll out, rather 

than trying to catch up after a singularity “event.” For individuals, it means skills and lifestyles 

can adapt gradually: one might add an AI tool this year, a wearable neural gadget next, maybe a 

neural link a few years later – each step feeling like a choice rather than a forced leap. 

Philosophically, this view aligns with the idea that humans and machines will co-evolve. It also 

provides comfort: it frames the singularity not as a point of no return at which humans become 



irrelevant, but as a continuum we are part of – essentially a partnership growing closer over time 

(the “merge” of AI and humanity). The relativistic perspective (forward vs backward looking) is 

a crucial insight: it reminds us that while future possibilities seem overwhelming now, once 

achieved, they’ll likely feel like a natural extension of what came before. This underscores the 

importance of keeping perspective and not succumbing to either techno-utopian hype or 

apocalyptic fear, but instead diligently guiding the exponential curve as it unfolds. 

Probability (1–10) by 2030–2035: 8/10 – There is a good chance that the transition through 

emerging superintelligence will indeed appear gradual and manageable from the inside. The 

historical analogy is apt: looking back, the smartphone revolution or internet boom seemed fast, 

but living through them year-by-year was mostly about adopting one new device or app at a 

time. By 2030, we may look back at the late 2020s and feel that AI’s integration was a series of 

incremental upgrades – each significant but not society-ending. The high probability comes from 

human adaptability; as Altman notes, we are capable of adapting to almost anything given time. 

Each year up to 2035 will likely bring new AI capabilities, but also new norms and practices to 

integrate them. A potential counter-scenario (hence not 10/10) is if there's an extremely rapid 

leap – a single AI system suddenly outstripping human control. While possible, the consensus in 

the AI community leans toward continuous progress rather than an overnight singularity. Also, 

proactive governance and research into alignment are being pursued specifically to prevent an 

uncontrolled jump. Therefore, it’s likely the singularity, if defined as the arrival of 

superintelligence, will come as a culmination of many steps rather than an instantaneous event. 

By 2035 we’ll probably say, “in hindsight it was a smooth curve,” much as Altman suggests, 

because each moment, as we lived it, felt like a natural progression from the last. 

19. Alignment First: Solving the AI Safety Problem 

Summary: Altman argues that the “alignment problem” – ensuring AI systems learn and 

pursue what we “collectively really want over the long-term” – must be solved as a top 

priority. We need to “robustly guarantee”that AIs remain aligned with human values and 

interests, rather than exploiting our short-term preferences. He cites social media 

algorithms as “misaligned AI” examples: they “clearly understand your short-term 

preferences” (e.g. keeping you scrolling) but “override your long-term preference” for 

well-being by exploiting brain quirks. True alignment would mean AI that genuinely acts 

in humanity’s long-term best interests, not just what we click on or ask for impulsively. 

Implications: This underscores that without alignment, all the other optimistic visions could 

derail. Technically, it means developing methods to imbue AI with human values or a reliable 

understanding of human welfare, and to verify that it stays on track as it becomes more 

intelligent. Ethically, alignment is about instilling a conscience or at least a set of inviolable 

principles in machines that could otherwise pursue power or erroneous goals. It’s a deeply 

philosophical problem too: what are our “collective long-term wants”? Humans themselves 

disagree, influenced by culture, religion, personal values. So alignment isn’t just a coding 

problem; it requires global discourse on values. The mention of collective desire implies some 

democratic or inclusive process to define the objectives for AI. The social media example 

highlights that even narrow AIs can have large negative impacts if optimized for the wrong 

thing, reflecting how critical this is: if we get alignment wrong with superintelligence, the stakes 

could be existential. Societally, solving alignment might demand new kinds of institutions – 



perhaps international oversight bodies or multi-stakeholder councils that guide AI development 

norms (analogous to how we handle nuclear safety or bioethics). It also has a psychological 

dimension: humans might need to confront what we truly value and distinguish that from our 

short-term impulses (e.g., we say we want health and knowledge, but our behavior might say 

otherwise – alignment requires clarity on such issues). Another implication is the role of human 

nature and moral frameworks: any alignment solution must grapple with the diversity of human 

values, which have been shaped by millennia of culture and often codified in religious or moral 

traditions. This could mean, for instance, involving ethicists, philosophers, and faith leaders in 

shaping AI principles so that they respect fundamental human rights and dignity. Altman’s 

urgency on this point signals that all other benefits hinge on getting this right – an unaligned 

superintelligence could be catastrophic even if well-intentioned in its design. In short, alignment 

is the linchpin for a safe singularity and requires unprecedented collaboration across technical 

and moral dimensions. 

Probability (1–10) by 2030–2035: 4/10 – Achieving a robust solution to AI alignment by the 

early 2030s is uncertain and widely regarded as one of the hardest challenges. While research in 

AI safety is ramping up, there is no guarantee we’ll crack it fully before superintelligent systems 

arrive. Some progress is likely: by 2030, we may have better techniques (like improved 

reinforcement learning from human feedback, AI systems that can explain their reasoning, and 

maybe preliminary “AI constitutions” or rule-sets that guide behavior). But a true guarantee of 

long-term alignment – ensuring an AI won’t go off the rails even as it learns and potentially self-

improves – is still elusive. Many experts worry that our alignment methods might not scale to 

superintelligent levels; current AIs occasionally behave in unexpected ways even with extensive 

training. The probability is not lower than 4 because there is intense focus on this now: initiatives 

by organizations like OpenAI, DeepMind, and academic teams are dedicated to alignment, and 

as AI capabilities grow, they might actually aid us in testing and verifying alignment (e.g., using 

AI to monitor AI). Additionally, clear examples of misalignment (like social media harms or 

biased AI incidents) have raised public and governmental awareness, possibly accelerating 

standards and regulations for alignment by 2035. There’s also a chance that incremental 

alignment – not perfect, but sufficient to avoid disaster – will be in place (for instance, keeping 

AIs constrained to beneficial tasks with oversight). However, given the novelty and complexity 

of the problem (it touches on unresolved questions in ethics and decision theory, as well as 

technical limits of provability), a complete solution is unlikely by 2035. We may still be in a 

phase of managing and mitigating misalignment risks, hopefully without catastrophic outcomes, 

as we continue to refine our approaches. In summary, we likely will not fully “solve” alignment 

in the next decade, but we will recognize its critical importance and devote substantial effort to 

it, perhaps achieving partial solutions and important safety measures. 

20. Democratizing Superintelligence: Broad Access and Governance 

Summary: After alignment, Altman’s next priority is to make superintelligence “cheap, 

widely available, and not too concentrated with any person, company, or country.” The 

vision is of AI as a broadly shared resource rather than a tool of the few. He believes 

society’s creativity and resilience can flourish if we “harness the collective will and 

wisdom of people,” giving users freedom “within broad bounds” set by society. This 

requires starting a global conversation now about what those bounds are and how to 

define our “collective alignment.” In essence, Altman advocates for a “brain for the 



world” – an AI system “extremely personalized and easy for everyone to use,” where 

progress is “limited by good ideas” rather than access to the technology. In such a 

scenario, even those who aren’t technical (“the idea guys”) “are about to have their day 

in the sun.” 

Implications: Democratizing AI could prevent a dystopia where superintelligence is hoarded by 

a government or corporation to dominate others. Economically, it suggests that the benefits of AI 

(productivity, knowledge) should be distributed, potentially reducing inequality if everyone has 

access to AI helpers or enhancements. It could also spur innovation from unexpected places: 

when all people with good ideas have equal access to superintelligent tools, a lone student in a 

developing country might create something as powerful as a whole R&D department of a big 

tech company. That could decentralize innovation and wealth creation. Governance-wise, 

achieving this will require international cooperation, open-source efforts, or public-benefit 

infrastructures – akin to treating AI as a public good or utility. The call for conversation about 

“broad bounds” implies a need for global ethical and legal frameworks: society might set rules 

(for instance, AI should respect human rights, should not be allowed to autonomously launch 

weapons, should preserve privacy, etc.). This is where human values, including religious and 

cultural values, will influence policy – different communities will want their fundamental values 

reflected in how superintelligence is used. Reaching a pluralistic consensus on these broad 

bounds will be challenging but essential to “collective alignment.” The personalization aspect 

Altman mentions means AI could become like an extension of each person’s mind, tailored to 

their needs. This raises privacy questions (how to protect individuals when an AI knows 

everything about them) and questions of dependency (if AI handles much of our thinking or 

decision-making, how do we retain autonomy?). Nonetheless, the overall ethos is empowering: 

AI for everyone, not just the elite. Ethically, it aligns with principles of justice and fairness – 

everyone should have the opportunity to benefit from superintelligence, and no single entity 

should have disproportionate control. If successful, this could mitigate some fears of AI-driven 

inequality and enable a kind of collective intelligence where millions of human–AI pairs 

contribute to progress. However, implementing it will require vigilance: even if AI is widely 

accessible, we must prevent misuse (e.g. bad actors using powerful AI for crime or propaganda), 

which means the “broad bounds” will likely include security measures and usage policies. 

Achieving the balance between openness and safety will be a defining governance challenge of 

the AI era. 

Probability (1–10) by 2030–2035: 6/10 – The trend could go either way, but there are reasons 

for cautious optimism. On one hand, the AI industry in 2025 is already seeing open-source and 

decentralized efforts (some advanced models or equivalents are escaping the sole control of big 

tech). By 2030, it’s plausible that widely available AI systems will approach the power of the 

best proprietary ones, as techniques diffuse and computing becomes cheaper (e.g., today’s 

cutting-edge becomes tomorrow’s consumer tech). Some governments or coalitions might treat 

advanced AI as infrastructure, much like they do with public research or internet backbones. On 

the other hand, current dynamics show large models concentrating in a few hands due to the 

immense cost and expertise needed to develop them. Without deliberate effort, superintelligence 

might initially emerge in a relatively closed setting. The probability leans a bit better than neutral 

because there’s strong incentive and awareness around broad access – even OpenAI’s charter 

talks about benefiting all humanity, and competition (between companies and nations) could 



drive wider distribution of capabilities. By 2035, we may see a mix: certain ultra-high-end AI 

services might be controlled (for safety or profit reasons), but there will also be extremely 

capable open or public-domain models that anyone can use. Global governance by then might 

have at least preliminary frameworks to prevent a monopoly on superintelligence – possibly 

agreements akin to arms control, or international labs sharing research, to ensure no single party 

runs away with all the power. The “collective alignment” conversation will likely be in full 

swing; by 2035, forums like the UN or new organizations could be actively negotiating the 

values and regulations for AI use. That said, geopolitical rivalries (US, China, etc.) add 

uncertainty – they might slow cooperation if mistrust prevails. Overall, a modest optimism (6/10) 

that we will lean towards democratization: enough key players recognize the peril of a single 

point of control and the benefit of crowdsourced wisdom in guiding AI. If these voices and 

collaborative initiatives prevail, superintelligence can become a universally empowering force 

rather than a divisive one, fulfilling Altman’s gentle singularity ideal of shared progress. 

Sources: Sam Altman, “The Gentle Singularity,” June 2025. 

 


